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Abstract— We define and evaluate methods to perform robust selection range. When all routers use the same hash function
network monitoring using trajectory sampling in the presence of domain and selection range, the selection decision for each

report loss. The first challenge is to reconstruct an unambigous 4 cket is the same at all routers: the packet is sampledr eithe
set of packet trajectories from the reports on sampled packis . .
everywhere or nowhere; see Figure 1.

received at a collector. In this paper we extend the reportig A o
paradigm of trajectory sampling to enable the elimination d Although hash-based selection is deterministic on packet

ambiguous groups of reports, but without introducing bias nto  content, selection can appear only weakly correlated with a
any characterization of traffic based on the surviving repots.  field of the hash domain. This requires two things. Firstly,
Even after the elimination, a proportion of trajectories are the hash function should be strong in the sense that small

incomplete due to report loss. A second challenge is to adapt h in the i flipoi bi | h
measurement based applications (including network engireging, Cchanges in the input (flipping a bit) generates large changes

path tracing, and passive performance measurement) to in the output. Secondly, there should be large variability i
incomplete trajectories. To achieve this, we propose a metld to  the content of each field in the hash domain. Under these

join m;ﬂtime inCOVT/Netle tfag]eCtOLieS for ilf)fer?ncey a”dd.m.alyzﬁ conditions, hash values cover the range of the hash function
its performance. We also show how applications can distings ; . ; ST
between packet and report loss at the statistical level. near_ly uniformly: hence th? average sampling probabmu}’\e

fraction of the range that is covered by the selection range.
Keywords: Network Measurements, Statistics, Sampling

C. Applications of Trajectory Sampling

I. INTRODUCTION . . . .
A strength of TS is that since trajectories are measured

directly, measurement-based applications do not needirtio jo
Trajectory Sampling (TS) has recently been proposed asrgjectory samples with network state data (such as routing

method to directly measure the spatial flow of traffic througiables) for interpretation. This eliminates uncertamti@.g

an IP network at the packet level [3]. This is achieved by sarue to routing table fluctuations and transients) and caa sav

pling a subset of packets consistently: each packet is smpdignificant computational and administrative cost assedia

either at all routers it encounters, or at none. A router sengith obtaining and joining with the routing data. Appliaatis

a report on each sampled packet to a collector. The repastsTS include:

contain sufficient information to distinguish differentghets ) ) _ _ )
(with high probability): the collector is able to reconsttihe (i) Network EngineeringReconstructed trajectories enable di-

trajectory that the sampled packet took through the network€Ct mapping of traffic onto the network topology. The actual
The ability to reconstruct trajectories is impaired if regso {raffic intensity of any class of traffic is estimated by divig

are lost in transit; this consequently impairs the operati¢h® intensity of the sampled traffic in that class by the samgpl

of measurement-based applications that exploit knowledgeProbability. _ _

the measured trajectories, either individually or throtgair (i) Path Tracing:the form of the trajectories themselves can

statistical properties. In this paper we describe enharnesn P€ used to detect routing loops (manifest as self-interggct

to reporting and reconstruction that enables measuremBatectories) and to trace paths taken by network attadidra

based applications to function even when reports are subjéfen source address spoofing obscures the originating host o

A. Motivation

to loss. the attack.
_ ) (i) Passive Performance Measuremehis is one of the major
B. Elements of Trajectory Sampling new applications of TS: passively measuring loss and delay

TS is realized through hash-based selection of packedtained by regular traffic, rather than that of probe traffic
While processing each packet, routers calculate a hasheovémjected into the network. Trajectories that terminateobef
domain within the invariant portion of the packet, i.e.,tthart reaching their destination are interpreted as packet (db®re
that does not change from hop to hop. (This excludes, egq., th no confusion with a packet entering a tunnel provided TS
Time to Live field in the IP packet header, and the IP headenabled routers are able to look beyond encapsulation reade
checksum, which is recalculated at each hop). The packetdslocate the appropriate hash domain). If routers include
selected for reporting if its hash falls within a set knowrttes synchronized timestamps in packet reports, the latency of



packets between routers can be found by subtraction. Sagnpli Approaches to the collection and joining of individual
based on packet content is the only technique available foaicket reports in order to reconstruct trajectories arerdesd

performing such measurements [10]. in [4]. One of the main issues arising is collision of label
hashes from different packets, and their resolution. A &mp

[Tabelsredest Tength and robust approach that avoids introducing topologicas bi

g(x1) [ab.c.d w.xy.z 1500 is to discard all reports within a given time window for which

P2 (unicast packet)

identical labels are observed at one or more ingress routers
Some renormalization of measured traffic intensities i1 the
required in order to compensate for discarding measurement

ingress nodes
P1 (multicast packet)

,,,,,,,,,,,,,,,,,,,,,,,,,,, = O when estimating original traffic intensities.
= Mﬁem A related problem is how to accommodate constraints on the
KA bandwidth for reporting. As the label size increases, répgpr
Tabel bandwidth increases while the frequency of hash collisions
| 9D decreases. Since labels do eventually repeat for different
egress nodes 962 packets, a related question is how to group individual respor

temporally in preparation for trajectory reconstruction.
Fig. 1. SCHEMATIC REPRESENTATION OF TRAJECTORY SAMPLINGA
measurement system collects packabels from all the links within the E. The Need for Duplicate Elimination
domain. Labels are only collected from a pseudo-randomesuliisall the . L .
packets traversing the domain. Both the decision whetheatople a packet ~ We briefly comment on the need to eliminate all duplicate

or not, and the packet label, are a function of the packevariant content. |gbels in a measurement period. Without duplicate elindmat
if two (or more) packets happen to possess the same label,
the corresponding trajectory appears as the compositeeof th
D. Reporting and the Reconstruction of Trajectories individual trajectories followed by these packets.

The packet reports contain key and/or alabel. The key If this occurs rarely, the reliability of some types of stati
contains fields from the invariant portion of the IP and trangical estimators inferred from a set of measured trajeesori
port headers, similar to the key used to distinguish packetgy not be affected (e.g., a simple estimator of the rate of
within a raw IP flow. However, keys will not necessarilftraffic between two routers). This might suggest that we khou
distinguish between different packets within a flow. Foisthisimply ensure that duplicate labels are rare, but tolefage t
purpose reports may also contain a label. This is a secorid hascasional composite trajectory that results. Howevesteth
(distinct from that used for selection) calculated overi@ant are two reasons why we would like to ensure that composite
part of the packet. We assume that the hash acts on fields tihajectories never occur.
do vary between packets of a flow, e.g., IP identification, TCP First, we can envision applications of trajectory sampling
sequence numbers, or even payload if available. that check whether a particular conditiemer happens in the

Our previous work [3], [4] has shown that a label length afietwork, e.g., a routing loop. Such applications could by ve
about 4 bytes enables packets to be distinguished with hifghgile to the occurrence of even a single unfortunate agerl
probability even in large networks. On the other hand, keyd two or more trajectories (which could easily result in the
are expected to represent a significant portion of the IP aappearance of a "phantom” routing loop). More generally,
transport headers; ingress reports may also include guticomposite trajectories can be "physically impossible” #or
state associated with the packet, such as routing prefix, asidgle packet; this complicates the design of algorithms in
source and destination Autonomous System (AS). As a rulerokasurement applications.
thumb, we might expect keys to lee= 10 times larger than  Second, allowing composite trajectories also complicates
labels. Thus, the use of labels offers considerable reguctistoring trajectory samples, because it will lead to a com-
in bandwidth consumed by trajectory samples. Consider thamatorial explosion of the space of possible trajectorlas
ideal situation that the hash is collision free and thereds ra trajectory database, significant compression and eftigien
report loss. Then it would be sufficient to associate the kegwins result from many packets following the same trajggtor
with the label only once. This leads to the paradigm of Labethich suggests data structures that either break out the ob-
Reporting, in which the ingress link reports both key anelab served trajectories into a separate table or memory stejctu
while core links report only labels. Core reports for whiclor explicitly enumerate the possible trajectories [4].sTtable
there is no ingress report with matching label are discaededwill grow significantly due to this combinatorial explosion
the collector. ) ) )

Label reporting from a path &F hops consumeE+a units F- The Case Against Reliable Reporting
of bandwidth (measured in units of label size), as comparedOur previous work assumed that report packets are trans-
with T'(1 + «) if keys and labels are reported. The ratio oported reliably from the observation points in the measem@m
key to label bandwidth]'(1 + «)/(T + «) is increasing ifl’ domain (typically routers) to the collector. However, vehil
and «. For a long path (say” = 30) this ratio represents anthis simplifies the task of the collector of reconstructing
order of magnitude difference. trajectories, this reliable transport has several disaieges.



First, reliable transport requires that the observing ckevireports on other packets with the same label. This motivates
be addressable for feedback (ACKs or NACKS); while this i@ more robust method of duplicate elimination that degrades
usually not a problem if the device is a router, it precludegacefully under report loss. Traffic volumes by path and<la
transparent devices that simply inject report packets théo are an important input to network engineering. In estintatin
network without being addressable themselves (such a@ewolumes, issues that arise during duplicate eliminatien(a)
might sit on a router’s linecard, or it might be completelyhow to avoid topological biasing against subsets of trajées
independent.). during elimination; and (b) how to correctly renormalize th

Second, reliable transport requires that the measureneent surviving measurements in order to estimate the origiadficr
vice buffer packets until they are acknowledged. This may lvelumes that gave rise to the samples.
undesirable if the device has limited memory and processingOnce duplicates have been eliminated, there still remains
power. the problem of adapting applications that perform analgsis

Third, it is necessary in the reliable scenario to match thacket trajectories to the occurrence of gaps in the recon-
report generation rate to the available transport rate,ngs atructed trajectories due to report loss. For path trading,
excess packets have to be buffered by the measurement depioblem is that measured trajectories may incomplete due to
until they can be delivered. This in turn requires a welkeport loss. One way to obtain complete paths is to overlay
designed outer control loop to quickly adjust the samplinigajectories of multiple packet that are expected to foltbw
rate in case a mismatch exists. In the unreliable scenasame path. When routing is stable, packets sharing a common
the device has the additional option to react to a short-tet® destination (or even prefix) will have this property.
overload condition simply by dropping some packets itself. For passive performance measurement, the problem is to
Of course, appropriate congestion control is still reqilinge  distinguish report loss from packet loss. This is not always
simply argue that in the unreliable case, we have more leewagssible at the level of individual packets. For examplsslo
to design this control (e.g., by averaging over longer timef a packet at a given link of a path will produce the same
scales). set of packet reports at the collector as the loss of reports
from all links subsequent te on the path. Instead, we have
to distinguish packet and report loss at the statisticagllev

The most challenging scenario for TS is the export @mploying trajectory samples from multiple packets.
reports across a wide area network that offers only bestteffo
service. In this case report loss may be highly variable afr
essentially uncontrolled. A tamer scenario is to use a tagest We discuss alternatives to TS, and their drawbacks.
export procedure. First, routers export reports to locadisg 1) Ingress Packet Markingin TS, a packet’s hash value
servers, located in a routing center, for example. Thisaihit signals implicitly to the router whether the packet should
export may take place out-of-band over dedicated managemiea sampled. A alternative mechanism to consistently sample
networks, or in-band over relatively tightly controlledtwerk packets is to explicitly mark them for sampling on ingress,
links, in which loss is rarer than in the WAN. Second, they randomly setting a bit in the packet. Marked packets are
staging servers export the reports reliably to a centrdéctar. selected for reporting at all routers they encounter. Big th
The staging servers may also play a larger role in distributapproach has two disadvantages. Firstly, it requires aifilog
analysis, for example by performing local analysis. We refa bit for marking in the IP packet header. However, all bit
the reader to [5] for description of such a multistage datmsitions in the IP4 are currently allocated, notwithstagd
collection infrastructure. some proposals to overload header fields for path tracing

For the present work, we observe that even with goapplications [8].
management of transport resources, data loss may stillFoccuSecondly, and more problematically, a domain that used
due expected changes in traffic load, or resource contentjgacket marking to signal selection would have to filter the
within the routers or other devices in the measurementsnfranark for all incoming packets. Otherwise, it would be poksib
tructure. For these reasons, it it necessary to make teajectto overload the measurement subsystem by injecting marked
reconstruction and analysis robust with respect to repsd.| packets. Sealing the network against this attack wouldirequ

o . _ _ all edge routers to have this filtering capability. Makinglsu
H. Complications for Reconstruction with Unreliable Rejpor 5 change would be a formidable task in a large multi-vendor
Ing environment. This is not an issue for TS, since the use of a

Unreliable reporting complicates trajectory reconsinrct strong parameterizable hash function, with private patame
and statistical inference from the packet reports. The ousth settings and selection range, makes it exceedingly difficul
must be well adapted to the requirements of the applicatioorgft streams of packets that would be selected. Also, TS can
described in Section I-C. be deployed incrementally, enabling TS-based application

The first problem is how to eliminate duplicate labels imperate for the logical overlay network spanned by TS emible
the presence of report loss. With label reporting, loss obuters.
reports from ingress routers leaves “orphan” label-onporés 2) Independent Sampling (ISThis entails routers selecting
from the core that cannot generally be distinguished fropackets in an uncoordinated manner, each router selecting

G. Scenarios for Information Loss

gAlternatives to Trajectory Sampling



some proportion of the packets that pass through it, for
example by periodic or simple random sampling. IS destroys
the trajectory semantic, since a given packet is very ulylitee

be sampled at all points in its trajectory. Thus with IS, pass
performance measurement of individual packets, including
loss and network latency, becomes practically impossible.
Furthermore, it is not generally effective to substitutistical
performance measures. Section V shows that, for packet loss
rates likely to be found in the Internet, statistical estioraof
loss in a link of transmission ratgincurs a variance roughly
2/(1 — q) times larger for IS than for TS, e.g, 50 times larger
for a loss of1%.

J. Outline of the Paper

Fig. 2.
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A measurement domaiconsists of a set of routers under adminis-

. . trative control of a network operator, plus a set of extenoalters that act as
We describe the TS architecture and record concepts, QHfirces and sinks for all traffic entering and leaving thevagk. The internal

model, and notation in Section Il. In Section Il we describmuters are further subdivided intmigeand core routers, where edge routers

a method to deal with report loss than enables traject
reconstruction to be performed in an unbiased manner.
approach is for ingress nodes to record the presence oflabel
in Bloom filters [1], which are transmitted to the collector,
where elimination is performed. The elimination procedigre
unbiased, and robust with respect to partial loss of the ®loo
filter in transit. This enables unbiased inference of oagin
traffic intensities for network management applicationsisT

is done transparently, using &ffective sampling rat¢hat is

the product of the TS target sampling rate with the rate of
duplicate elimination.

Even after duplicate elimination, other applications nhest
adapted to report loss. Section |V addresses the recotistruc
of network paths from incomplete trajectories reconsedct
from multiple packets in the same flow. Provided transmissio
rates are not identically zero, multiple packet reports thke
the same network path eventually cover the path, in the sense
that at least one report is received from each router on the
path. We analyze the mean number of packets that must be
reported to attain this coverage.

Section V shows how link loss rates can be inferred even in
the presence of report loss. The main idea is that the cotlect
can infer the loss rates of report packets if the reportsugel
sequence numbers. In both Section IV and V we compare
the performance of TS with applying the same methods with
reports from independently sampled packets. In both cases,
the performance is noticeably better for TS, and partitylar
so in the estimation of loss rate. We conclude in Section VI.

II. OVERVIEW AND NOTATION

In this section, we give an overview of the proposed system
architecture and methods we propose to deal with report loss
We first define some notation:

« The measurement domain is a directed gréfiv, E), .
where we refer to vertices asutersand to edges dmks.
The set of vertices comprises a seteaternal routersa
set of edge routersand a set ofore routers External
routers connect to edge routers throughimgress link
Links that are not ingress links are calledre linksor
internal links

those having an incoming link (calledjress ling from an external router.
(ild eneral, core routers only collect labels from their méag links, while
ge routers collect additional information from ingreis&d.

A trajectory is a path, i.e., an ordered set of links
(e1,-..,en) in the measurement domaiH. 7 denotes
the set of all valid trajectories. &ajectory subsets a set

of links {e1,...,e,} that do not necessarily form a path,
but which is a subset of at least one trajectorg 7.

A trajectory subset arises when a trajectory is reported
as a set of reports from each link it traverses, and some
reports are lost.

A trajectory samplds a trajectory subset that is recon-
structed by the collector based on reports received from
the links on a packet’s trajectory. In general, trajectory
samples are not used in raw form, but are aggregated
into higher-level statistics as outlined in the introdaonti
Examples include inference of the traffic and path matri-
ces (see Section 1lI-D); passive measurement of packet
loss rates (see Section V) and passive measurement of
one-way packet delay (see e.g. [10]).

The concepts ofabel graphandlossy label graptrecord
how many times a particular labélhas been observed
on every link in the network. Specifically, a label graph
C’I’, is a mappingE — Z; it denotes how many times a
labell has been observddr each linke € E, wherep

is the sampling probability. For the case where labels are
transported unreliably to the collector, wheyg is the
probability that a label from a router is lost, we call

the resulting label graphlassy label graptand denote it
with CI’W, whereq = (g1, . .. q|v|) contains all the report
loss rates for every router.

A path matrix PM (k,7) is a function that maps key

k and a pathr to a volume of traffic. The key is
itself a property of packets, e.g., the source or destinatio
IP address or autonomous system (AS). Note that if
the key is trivial (a constant), then the path matrix is
simply the traffic volume for every possible path through
the network. The path matrix provides the most fine-



grained spatial representation of the traffic that flowislentical labels. This is necessary because the colleasr h
through a measurement domain over some time interval guarantee to receive all the reports of these packets, wit
of interest. Trajectory sampling can essentially be viewe possibility of missing these duplicates. The details @ th
as estimating the path matrix (where the key can be apyocess are explained in the next section.

function of the packet collected by the method).

We discuss some of the assumptions underlying the descrip!l. UNBIASED DUPLICATE ELIMINATION UNDER LOSS

tion of the proposed method for inference from lossy repgtti A. Challenges for Unbiased Duplicate Elimination
« Throughout this paper, we focus on a single reporting ) . )

epoch, i.e., a time interval that is some upper bound of the"S We have mentioned previously, there is a nonzero
lifetime of a packet in the network. We assume that twrobability that two or more packets produce identical lsabe
labels received within such an epoch may stem from ﬂl?@cause the hash function is many-to-o_ne [31. [4]. Whe_n more
same packet or from different packets; if two labels afd@n one packet has the same label, it would sometimes be
from different epochs, then they must stem from differerﬁ)[oss'ble to d|samb|guate them..Hov.vever, thls dlsarr.lblgnanl
packets. Therefore, the main challenge is to reconstrigtoStly, and may introduce bias into estimators if care is
the set of trajectories of sampled packets within an epod?ﬂt taken. Therefore, in [4] we have proposed a different

and the entire discussion in this paper focuses on a sin roach: eliminating all duplicate labels, whether they c

epoch e disambiguated or not. While this is slightly suboptimal
« We assume in the performance analysis that hash furl?@_cause we ignore useful information, it greatly simplifies
tions are perfect i.e., we can view a hash functionreconstructing trajectories and avoids bias in estimators

computed over some set of objects (e.g., packets) adf we assume that reports are carried reliably from routers
generating a set of i.i.d. uniform random variables ovdf the collector, we can simply use the labels collected from
the range of the function. This assumption is justified b{f9ress routers to detect and discard duplicate labelsusec
the properties of hash functions and by our earlier wofk@ label is observed multiple times on an ingress routes it
[3], where we show that there is enough entropy, i.d1ecessarily a duplicate. _
variability from packet to packet, to ensure that sampling N the unreliable case, this approach cannot be used directl
decisions and labels essentially appear random. because ingress reports may be lost, which can result in
The basic trajectory sampling architecture that is able H{]dete_cted duplicates. Con_5|derth_e set O.f labels recc’ma_d
cope with report loss in shown in Figure 3. First, for ever ome ingress node over a time period of Interest. If we simply
link in the measurement domain (internal and ingress link ansfer these labels as normal reports, i.e., as sequedces

reports are generated from sampled packets and transporte bels, then '.n the case where one or several reports are lost
a collecto?. we have no idea what the lost labels were. We could try to

TS reports include one of both of the following: FEC-encode the set of labels using erasure codes in order
e . . . to tolerate a certain loss rate, but this is computationally
+ Key:fields from the invariant portion of the P aqd _tran.s- xpensive, and would only work if the actual loss rate is
Eort headde_;rs. we asslfme t.hﬁ.t ke;;ls will not distinguighyajier than the predefined target that the code was designed
etwgen ifrerent packets W't_ In a Tlow. for. Another option would be to send the complement of the
+ Label:a hash calculated over invariant part of the packefyqo e q labels, i.e., all the label valuest observed at each

We assume that the hash apts on fie!ds that vary betw?ﬁélress link. However, this approach is very wasteful, as th
packets of a flow (e.g. IP identification, TCP Sequen%mplement set is much larger than the label set.
numbers) in order the packets may be distinguished.

This is important for applications such as passive delay iabels collected in a measurement period

measurement that must distinguish individual packets.
The basic reporting paradigm for TS is: B I m ‘ m I B Em m I m
« Label Reporting:The ingress link reports both key and * M

label, while core links report only labels. Core reports for

which there is no ingress report with matching label are 4 Set of unique labels at edge router

discarded at the collector. IL.—-—.—-—. Bl SN S =
The above is identical to the reporting paradigm in the M
reliable case, as proposed in [3]. We now add a new type of B,: set of duplicate labels at edge router
report that allows the collector to eliminate all duplickteels, | u m u B
i.e., all reports from multiple packets that happened tcegaie 1 M

1we discuss some methods to deal with the various packet qudtiry  Fig- 4. At every ingress router, the set of labels is partitioned into a set of
delays in [4]. unique labels4,, and a set of duplicate labeB,, which are then separately
2In a typical scenario, multiple reports are aggregated ininglereport  €ncoded using a packetized Bloom filters.
packetfor efficiency; when there is no danger of confusion, we domeke
this distinction explicit.
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Fig. 3. The type of report generated for a sampled packetndispen the link on which a packet was observed. For an ingielssd report contains the
packet's label along with other information of intereste(tkey); separately, the label is reported as part of adsebr B,,, depending on whether the label
was unique or duplicate. BotH, and B, are encoded as packetized Bloom filtgss, ] x, , [Bv]y, for transport. The collector tests every lalgleceived
from internal links against the PBFs, eliminating everyelafifom consideration that has been observed multiple times

B. Packetized Bloom Filters increases with the fraction of lost PBF packets, but we never
We instead propose a data structure base&8loom filters falsely reject a Ia_bel. We will see that this property a"mo
ensure that despite the lossy transport of the PBFs fronegsgr

to encode the set of labels observed on ingress linkBlodm . o
9 routers, any duplicate labels ageiaranteedo be eliminated

filter [1], [2] is a data structure to compress a set memberstg ;
; : the collector, because we cannot miss a label that has been
function. We essentially encode the set of labels as a Blog

) . ohserved more than once. Of course, some unique labels are
filter and transport it to the encoder as a sequence of separ

packets that we refer to aspacketized Bloom filter (PBE) also eliminated due to false negatives, and the probalufity

limination increases with the number of lost PBF packets.
More formally, let A be a set of labels out of an alphabe o .
X . ) owever, we show below that these false positives can easily
of size M, and letn = |A| be its size. We denote by

[A]. the r-packet PBF forA obtained as follows. The PBF be compensated for.
uses a set of hash functiog#;,i = 1,...,k}, whereh; :
{1,...,M} — {1,...,rs}, with » the number of report
packets generated frorh (cf. Fig. 5) ands the size of areport We use the PBF in our proposed architecture in the fol-
packet. Specifically, each report packeis a bit arrayz; of lowing way. Consider an edge routgrand the set of packets
lengths, wherez;(y — (j —1)r) = 1 if and only if h;(I) =y sampled on the ingress links connected.tdhis set of packets
for at least one € {1,...,k} and anyl € A. Each packet generates a set of labels. We partition the set of labelswiio
also includes some control information (time-stanjipetc.). subsetsA, andB,, whereA, contains the set ainiquelabels

In essence, this amounts to first generating a large Blooen filat v (i.e., only a single packet gave rise to each label), and
of sizers, which we then transmit as individual packets of B, contains the set of packets witluplicatelabels atv (i.e.,
size s each. multiple packets gave rise to each label).

To check whether a candidate elementis in the We now generate two PBHs!,],., and[B,]., from these
compressed set, we check whether all the bit positioasts and transmit them unreliably to the collection systes.
{h1(y),...,hx(y)} are set to one. Thus, a Bloom filtersome of the packets may be lost, only a sub$gtY, of the
achieves compression of a set at the expense of only fats@inal packets is received. We denote the resulting glarti
positives (i.e., adding some elements to the set), but se faBloom filter by [4,]x, and [B,]y,. Once the collector has
negatives. This is because the bit positions corresponingreceived([A,]x,,[By]y,) for all edge routera as well as
an elementy present in the set are guaranteed to be set e&plicit label report (packets containing sets of labetsyrf
one, while there is no guarantee that at least one bit paositicore routers, it proceeds as follows.
corresponding to an element not in the set is set to zero. First, the collector matches the loss rates for all Blooom

Now note that we can ensure the same property (only falikers {[A,]x,}. It achieves this by selecting a subs¥f,
positives) with any received subset of packets of a PBF, if vé received packetsX, for every PBF, such thatX!| =
simply replace each missing packet with a vector of lengthin, _ oqge router}s|Xv‘* i.e., all PBFs have the same length,
s of only 1's. Obviously, the probability of false negativesequal to the length of the smallest received PBF. This will

C. Duplicate Elimination and the Elimination Rate



ensure that the duplicate elimination probability does not Consider an arbitrary duplicate labkeE V. By definition,
depend on what edge router a label has been obsenved orthis label either (a) occurs in the séf(;) and at least one other

Second, for every labélreceived explicitly from a core or setA,, or By, with w # v(I), or (b) it occurs in the seB,,
edge router, the collector eliminatesf and possibly one or more sefs, or B,, with w # v(l). This
implies that a label i € V, by the fundamental property of
Bloom filters (no false negatives), will be correctly elirated
by the criteria (1) and (2).

Next, consider an arbitrary unique labeg€ U. Define the

. following events. For an ingress node E,, = {l € [4,]x: },
In other words, any labdlthat has either been observed more | F, = {1 € [Bu]v. }. Note thatEZ, ,, is always true, while

than once at a single ingress router, and/or been observed_a £ (1), andF, can be true only due to a false positive
multiple ingress routers, is eliminated from the pool ofdeb %! w7 v w y b

We call C' the set of explicit labels received from interna[natch in the corresponding PBF‘. .
links by the collector, andV the set of labels after duplicate It follows from the perfect hashing assumption for the sets

L ; of hash functions{h;} used to compute the PBFs that for
elimination (cf. Fig. 3). any w # v(l), the events{E,, : w # v(l)} and {F,} are
independent of each other and lofFurthermore, thé’[E,,]
depend only onX, |, which by definition are equal. Both
Uwzo() Ew andU, Fy, are independent of each other and do
not depend or(/,v(l)). Therefore, the eventfl eliminated
for all I € U are equiprobable and mutually independent.

Given the perfect hashing assumption on the label liash
the labell of each packet is independent of the packet itself,
and it follows that every packet is eliminated independentl
with equal probability3. This is equivalent to sampling the

Fig. 5. A packetized Bloom filter (PBFncodes the set of labels receivedpaCket populatlon with sampllng probablllﬂp. n
at edge links intar packets of lengths each.

if l € [B,]y, for somev
or if

1)
l € [Ay]x,, U[Ay]x,, for somev; # va. (2)

set ofn labels

report packet 1 report packet 2 report packet r

s bits

D. Effective Sampling Rate and Applications

Note that because of the possibility for a Bloom filter to The above theorem implies that the set of labd&isafter
produce false positives, some globally unique labels can aduplicate elimination can be regarded as resulting fronaa tr
be eliminated. However, we next show that the eliminatigectory sampling process that avoids label collisionsgadther,
process is unbiased. This implies that the set of labels l&f., where every label is unique. This simplifies the stiati$
after the duplicate elimination can be regarded as havieg benference of estimators, such as the loss rates on a setksf lin
produced by a label assignment process that assigmégaie as there is no need to explicitly account for the possibiity
label to every sampled packet, but at a lower sampling ratdabel collisions to avoid bias in constructing these estirsa

Consider a fictitious system in which labels are a-prioRather, we consider sampling to have taken place with the
unique (e.g., by selecting them out of a very large alphabeffective sampling ratgp. We give two examples of inference
or through some global coordination). We denotedjy, the using the effective sampling rate:

label subgraph obtained with sampling rat@nd report loss  , |nference of Packet Loss Ratekn example is provided
probabilitiesq. in Section V, where we construct estimators for link loss

Theorem 1:Assume a network?(V, E') and a set of pack-
ets with associated trajectories. Then the label subg@‘;’,gp
for every received labdl satisfies

P [Czlxq] =P [Cgp,q] )
where = Pl eliminated.

Proof: Partition the set of labels of sampled packets
into two setsU andV, whereU denotes the set of unique
labels, and wher&® denotes the set of labels that occur more
than once. Note that a labéle U occurs only in the set
Ay, Wherev(l) is the ingress router where the corresponding
packet entered.

®3)

SNote that this procedure is adopted for simplicity, althoiighas the dis-
advantage of increasing the duplicate elimination prdigbiAn alternative,
more complex approach would consist in not equalizing th& RBgths and
to renormalize the weights of different trajectories.

rates: we can simply work on the sBf and assume a-
priori unique labels when constructing an estimator. The
only correction is to assume that the sampling rate was
Bp.

Inference of Path Matrix Elementéet Ki, be a packet
input key, i.e., some function of the packet key that does
not depend explicitly on the destination IP address or
destination TCP/UDP port numbers. An example would
be source Autonomous System (AS). Likewise, &y

be a packet output key, i.e, some function of the packet
key that does not depend explicitly on the source IP
address or source TCP/UDP port numbers, e.g., the
destination AS. Note the usual traffic matrix elements
are

T M (kin, kou) = Y PM (kin, kout, T)-
TET

(4)



Depending on the applicatioff; might be the set of all total overhead due to label collection from the entire nekwo

paths in a domain, or the set of all paths in the domaMost importantly, the duplicate elimination process can be

that connect specific ingress and egress links. treated as simply subsampling the set of sampled packets.
Let PM " (kin, kou, 7) denote the a path matrix ele-Therefore, the possibility of duplicates can be ignored by

ment of trajectory sampled traffic after duplicates hav&atistical estimators.

been eliminated. Then the corresponding path matrix

element of the original traffic is estimated by dividing IV. PATH COVERAGE AND LOSSYREPORTING

by the effective sampling rate: A. Coverage Count and Loss Model

TS
PM " (kin, kou, €) = PM " (kin, kow, 7)/(Bp) ~ (5) In the introduction we stated that one of the new appli-

Note that in practice3 can be easily derived from auxi”arycations of TS is the ability to trace packet paths through a

information in report packets giving the size of the sets &fetwork. With lossy reporting, the set of links for which a
labels before @) and after (¥) elimination. It follows from Packetis received may not form a contiguous path through the

the law of large numbers that the ratié’|/|C| converges a.s. network. Nevertheless, when routing is stable, packets fo

to 8 when the number of received labels grows large. given traffic flow are expected to follow the same path (or
) set of paths if load balancing is used). Provided the report
E. Parameter Settings for the PBF loss rate is not one on any link on a path, eventually a report

Finally, we discuss parameter settings in the PBF. Firstjll be received from every link on the path. Thus taking the
assume that all the labels are observed at a single pointewhenion of label subgraphs derived from multiple packets from
they are encoded in a PBF. We encode both skfsand the same flow, will eventually cover each link on the the path
B, into PBFs; note that4,| > |B,|, therefore the cost is or set of paths followed by the flows packets.
dominated byr4. The covering approach requires that packets report a quan-

Assume a fractiorx of the r4 report packets is received,tity that enables them to be identified as members of the flow
i.e., the report loss rate is— a. Whenk is chosen optimally of one or more packets, and that which uniquely determines
[2], a bit in the Bloom filter is zero or one with equalthe path taken by the packet. Here we will assume that the
probability 1/2, and the false positive probability is given bykey (or more generally, some subfield of the key) serves this

_ E k rasln2/n purposes. Thus, packets are grouped into flow on the basis of

f=@)" =0-a/2)f =1 -a/e/n, () key value, and the key contains the IP destination address.
wherep; = (1 — a/2) is the probability that a bit in the We shall assume that the set of packet reports has already
receivedPBF is one. Therefore, to ensure a reasonably smalidergone duplicate elimination as described in Sectin I
error probability, a set of. elements has to be encoded intaVe derive expressions for the mean number of packets re-
ras = O(n/a) bits. As s should reasonably lie within the quired to cover a path. Let be a trajectory, and |€F = #r
range of 10% to 10 bits in IP, this determines the numberenote the number of links in. We assume that packets on
r4 of PBF packets that should be used to encode the labtHe trajectory are sampled and reports dispatched to ectaile
received during an epoch. A similar reasoning givgs from each linke in the trajectory. Consider a sequence of

In our previous work [3], we computed the optimal numbesackets labeled by = 1,2, .... The coverage counfor 7 is
of sampled labelg* and the optimal alphabet sid¢*, givena the smallest integer for which a report has been received fro
constraini on the total number of bits to be collected from theach link inr; at this time we say that has been covered.
network in one measurement period. We showed féat= For analysis we assume the following simple statistical
clog2 andn* = M*/log M*. Thereforeras = O(c/logc), model of trajectory sampling: with probability a packet is
which is considerably cheaper than explicitly sending thselected at all links on its trajectory; otherwise at none. W
complement of observed labels, which coot&:). ignore transmission loss, and focus instead on report lnds a

In general, of course, labels are observed at multiple B&yreassume that reports are independently successfully tittagm
links. The above dimensioning argument should then be apith probability g.
plied on a per-ingress basis, i.e., the number of exportefl PB For this model, coverage time and its asymptotic behavior
packetsr4 andrp should depend on the expected number @ characterized using the following result:
labelsn, observed on ingress link This avoids that resources Theorem 2:Let {Tei: e=1,...,T;i=1,2,...} beiid.
are wasted by transmitting underpopulated Bloom filtersnfrojndicator random variables WitR[z; = 1] = ¢. Let N =
slow links. inf{7 : min, max;<; z.; = 1}.

In summary, the duplicate elimination process described - T Ty (1)
in this section ensures that duplicates are guaranteed to ge EINl=F(T,q) =3 4y (k)m
eliminated. The robustness of this process to report loss wll) F(T,q) = 1anddF(T,q)/0q — -T asq /1.
bought at the expense of the loss of a small number of unidii8 As ¢ — 0, F(T',q) "’TFl (T',q) = Hr/q whereHr is the
labels. Appropriate dimensioning of the PBF sizes ensures harmonic numbed=;_, 1/i.
that this additional loss rate remains small. The overhdad @) aF1(T,q) ~ v +logT asT — oo, wherey is the Euler
collecting PBF from ingress links is small with respect teth ~ constantimy o (Hr —logT) = 0.577216... ..



« Key Reporting:All routers report keys; labels may be
reported as well if it is desired to distinguish different
packets within a flow.

For key reporting, the mean coverage count is
Nrsk =p 'F(T,q) (9)

which behaves aB 7/ (pq) for smallg, reducing the growth by
g relative to label reporting. When report loss is snfalks 1),
The behavior for small report losg £ 1) is the same as for
TS, to leading order irfl — q).
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C. Comparison with Independent Sampling

Routers which do not offer TS may still be able to sample
packets; see e.g. [7]. With key reporting, trajectory cager
can then be performed at the collector. We model this with
Fig. 6. Surface plot of mean coverage couf{T,q) as function of path independent sampling (IS) of packets at probabifityThe

lengthT" and report transmission probabiliy Note logarithmic vertical axis. mean coverage count in this case is
F (T, q) grows asl/q for smallg, but growth with path lengtfT is relatively

slow. . Nisx = F(T; PQ) (10)

We compare with key reporting for TS in two regimes.

Suppose there is no report logs= 1. By Theorem 2:
Proof: (i) N = max, N(® where N(®) = inf{i :

ze; = 1}. The N(©) are i.i.d geometrically distributed random Nisx _ pF(T,p) ~ Hy (11)
variables, withP[N(®) > n] = (1 — ¢)*. HenceP[N > Nrs.k
n]=1-(1-1-¢™7T andE[N] = 2n>0 P[N >n] = sincep is assumed small. For example, for the longest paths

>uso ZkT:1 (”—I:)(_l)k+1(1 —q)™ = F(T,q), after binomial typically observed in the wide area Internet, we tdke= 30
expansion ofP[N > n]. (i) follows simply from (i). (iii) [6]; then the above ratio id.0.

lim,_0 ¢F(T,q) = EkT:1 (f)(—l)’““/k — fol dz(l— (1 - In the lossy regime — 0 then by Theorem 2,
)l /z = fol dz(1 — z7)/(1 — x) = Hr. (iv) follows from Nisx _ peF(T,pq) 12
the definition ofr. [ | Nrsx  qF(T,q) (12)

In the current contexty is the number of sampled packets .

. sincep is small. The decreasing advantage of TS relative to
needed to receive at least one packet report form eadi %ls asq becomes small stems from the fact that increasingl
links on a path. The form oF'(T, q) is displayed in Figure 6. 1 gy,

As predicted from Theorem (T, q) grows asl /q for small once a report on a given papket has been recewed_ from one
: . . link, reports are reasonably likely to have been receivethfr
q, but growth with path lengtfl” is relatively slow. other links

A fuller comparison of the sampling methods should also
take account of the reporting bandwidth. Recall labels have

The mean coverage count for label reporting is calculatéige advantage of being smaller than keys, and hence consume
as follows. Only packets which generate a label report thiaks bandwidth. Let > 1 denote the ratio of the size of a key
reaches the collector contribute. These occur at a pate to the size of a label. Label sizes of 4 bytes have been found
relative to the original packet stream. The mean coveragetcoto be sufficient to distinguish packet in TS. On the other hand
within these packets for th& — 1 core links isF'(T' — 1,q). a flow key may include a significant proportion of the IP and

B. Reporting Strategies and Mean Coverage

Hence the overall mean coverage count is UDP/TCP packet headers. We assum# be about 10.
. Measuring in units of label size, key reporting consumes
Nrs = (pg)” F(T —1,q) (M) Ta while label reporting consumes + o without keys, and

I%;I“a keys. Comparing TS without keys and IS, the ratio of
the mean bandwidth required to cover a trajectory of length

T is
14T (1-q) ~1 Nk Ta _ pgF(T,pg) 1
Nts 1 ~ { ’ 7 (8) Nrs1. T + « FT-1,¢)T 14+ a!

p
Hy 2 ~
r-1/pr), a0 With lossless reportindg = 1) and smallp this ratio is
Note from (i) that for nearly lossless reporting & 1) the approximatelyHr/(T~! +a~1). TakingT = 30 anda = 10
mean coverage count grows affinely with the path lerifth yields a ratio 0f30.0. For lossy reporting, the ratio behaves
The rapidg—2 growth for smallg can be tempered by adjustingasq/(T~! + a~!). Thus for sufficiently smaly, IS can have
the reporting strategy: a bandwidth advantage, i.e., the ratio becomes less than

From Theorem 2 the range of behavior as a function of t
report loss ratey is

(13)



from nodei. We denote byy; the conditional probability for
Xo a report to reach the collector from nodggiven that the
o » @ > underlying packet is sampled gtthe probability is assumed
uniform over all packets.
N N Suppose the transmission ratg$or the packet reports were
P P known. Then we would estimate the transmission gat@ the
link 1 — 2 by

-_—i
N

~  MMaqr
q=—

. . 14
. h miqs (14)

Y1 Y2 This estimator is consistent for a stationary loss process,
provided the law of large numbers holds for the numbers of
packet and reports transmitted. This holds, for examplieif
sequence of random variableék),yz(k)) labeled by packek
sampled at nodg, forms a stationary and ergodic process. Let
This happens wheg < T—! + a1, i.e., about0.13 using there be are:; sampled packets in the class of interest present
above values fofl" and .. This would be an extremely low at nodei. As n; — oo, thenny/n; — ¢, m;/n; — ¢;, and
transmission ambient transmission rate in the Internef$o hence
would be expected to have the bandwidth advantage over IS.

Fig. 7. Network and measurement collection configuratiaridss estimation

ma N M q1
N2 N1 M1 q2

q= (15)
V. LOSSINFERENCE IN THEPRESENCE OFREPORTLOSS
The numbers of packets; in the class that are sampled at

A. Distinguishing Packet and Report Loss X e ) N
_ _ nodes: do not enter explicitly into the estimatqr
Passive measurement of packet loss is one of the most

attractive new applications of TS. With reliable reportin
packet loss is manifest by trajectories that terminate auth
the packet reaching its destination. Consider the simpest  If the ¢; are not known, they may be estimated from the
that traffic of a given key class is routed along a single pagiireams of packet reports. For example, assume that reports
(that we assume stable routing and no load balancing). T transmitted individually to the collector, and thatythe
loss rate for packet of that class at a link on that path éarry transmission sequence numbers. Suppdssuccessive
estimated as the proportion of packet reports for the cleis ttrajectory samples reach the collector from néde a given
terminate at that link. period. We assume that the collector performs any reorderin
With unreliable reporting, reports may be lost. In order tof samples with respect to transmission sequence number, if
estimate packet loss, we must disentangle the effect offrep@quired. Addingl to the difference between the transmission
loss. Clearly this is not possible at the level of single sk sequence numbers of the first and last of these packets yields
Loss of a packet at a given link of a path will produce the N;, the number of trajectory samples transmitted between
same set of packet reports at the collector as loss of repartsismission of the first and last received samples. Theiran
from all links subsequent te on the path. Instead, we havemission rate for trajectory samples from nodé estimated
to distinguish packet and report loss at the statisticaéllevby g; = M;/N;.
employing reports from multiple packets. In the following The statistics of the packet process may potentially infteen
we shall assume that the set of packet reports has alrea@ly transmission rate of reports. For example, burstimetisei
undergone duplicate elimination as described in Sectibn Il packet stream of a traffic class can be inherited to some exten
by the sampled packet stream. However, we expect sampling
i . ) o rates to be quite small, hence “taming” the burstiness by
~The generic configuration for loss estimation is show igyacing out packets in the sampled stream, as compared with
Figure 7. We wish to estimate the packet loss rate on alof original stream. Beyond this, there is no reason to assum
a pathl — 2. Packet reports are collected from both nodega¢ packet selection and transmission of packet repotts wi
We make no assumptions concerning the collection pathg: thg, coupled with packet content. For these reasons we assume
may have subpaths in common, and may encompass the pgias the transmission rate of packet reports for the clageun
1—=2 or 2- 1L ) ) study is the same as for all traffic. Thus we are free to employ
Consider some number of packets in a class of interest.yansmission sequence numbers applied to packet reponts fr
The presence of absence of a given packet, or its reporisyg \hole packet stream, rather than those from the traffic
indicated by the random variables andy; respectively. A ¢jass under study. Thus we estimate the transmissiongrate
given packet is present at nodeiff x§k> =1, with x§k> =0 py replacingg; with g; in (14):
otherwise. A report for that packet is received at the ctdliec
from nodei if ¥ = 1, with y¥ = 0 otherwise. Thus, G- ma My Ny (16)
mi =Y y§k> is the number of packets reaching the collector mi N1 Mo

gC. Estimating Packet Loss with Unknown Report Loss

B. Estimating Packet Loss with Known Report Loss



D. Loss Estimation Variance the asymptotic covariances are in general different. For a

Correlation between loss of reports (from different paskegiven mode, e.g., thez®), y*) form a Markov process,
and/or different nodes) does not effect estimator corsigte the covariances can be calculated using generalizatiotreeof
but it can effect estimator variance. Now, correlation kestw Central Limit Theorem for depgndent variables. _
loss reports is manifest as non-zero conditional covaeianc Finally, although we have estimated the loss rate on a single
betweeny!*) andy$", conditional on packet having being Path, one could perform joint estimation of the loss ratesion

sampled. But since termg@ appear in the denominator,number of (possibly) intersecting paths. It can be showh tha

while termSyék) appear in the numerator, positive correlation‘sl;1e loss _rate esu_mator_s remain conS|s_tent u_nder th_e pIEVIO
assumptions. Variance is calculated using a higher diroaasi

between appear actually reduce estimator variance. ; :
To show this, we compute the variance of the estimator (1 ,alog of the matrix (20), whose elements take into account
otential correlations of loss between export from diffgre

asymptotically for a large number of samples. For simplicit . .
we ignore the variability in the numbe®; of reports and routers, e.g., due to intersecting export paths.
packetN; in all classes. This is a reasonable approach if the
traffic under study forms a small proportion of the total, ane. Comparison with Independent Sampling
is equivalent to treating the ratide; /N; as fixed numbers; ) ) ) ) )
as in (14). We now isolate the difference in estlr_nator_varlance _due to
We analyze the asymptotic variancegofrom (14), asn — sfamp_lln_g method. F_or reference, consider first TS with the
o0, using the Delta method [9]. This derives the asymptotﬁ!mp“%'sng assumption of no report losg; = 1,d1» = 0,
behavior of functions of sums of random variables that obdy'€n¢ - reduces to
the central limit theorem, as we now summarize: TS
Lemma 1l:Let Z and Z, be any vector-valued random ¢ =q(1-q)/p. (22)
variables such tha{/n(Z, — Z) has asymptotically, as —
00, a multivariate Gaussian distribution with mean zero arfePr IS, it can be shown that the only change to the calculation
covariance matrixC. Then for any real functionf of the Dehind Theorem 3is to set the diagonal terms in (20)sce
random variables, differentiable & /n(f(Z,) — f(Z)) has independent selectllon renders report transmission mul@&
asymptotically, as — oo, a multivariate Gaussian distributionUnder the assumption of no report loss. This yields asyrigptot
with mean zero and covarianee= v - Cv wherey = V f(Z) Varance

is the gradient off at Z. S = q(1+ q— 2pg)/p. (23)
We model TS as selecting trajectories independently with
probability p, and apply the Delta method using Both variances are inversely proportionalofewer samples
7, = ”_1(Zk z(k)yyc)’zk z(k)ygk)) 17) mean higher variance.

. B One sees easily that® > ¢TS5, with equality only wherp =
Z = nlgréo EZn = (P01, Pa2) (18) 1 or ¢ = 0. The expected physical regime is small sampling
flmi,ma) = ma/mi-q1/q (19) probability p and small report loss probability — ¢. In this

One findsv = (—q/(pg1), 1/(pgs), ), andC' is the covariance regime, the expressions for variance simplify:

matrix of (zyy, zy2) namely, TS & (1 — a)/p, while IS~ 2/p. (24)

C= pai(1 —pq1) pd1z + p(1 — P)qq1 g2
pdi2 + p(1 —p)ggiq pq9q2(1 — pgge) The notable property is that the ratio of the variances of the
20) two estimators is driven by loss rate to be estimated, with
hered, is th i () andy¥, conditional IS /TS - imati
wherea, Is the covariance of; " an Yy *, condiional on ¢ /c™ ~ 2/(1 — q) = 50 when estimating d% loss. We
packetk having been sampled. Summarizing: display the ratiop = ¢!5/cTS as function ofp and ¢ in

Theorem 3:The distribution of/n(g — g) converges as Figure 8. Observed the rapid growth@hs1/1—q for g ~ 1.
n — oo to a Gaussian random variable with me@rand Dependence op is mild by comparison.
variancec = v - Cv, equal to

(s _ da( — qa2) +90(1 — ¢) — 2d1y) (21) F Loss Estimation under Load Balancing

This establishes the earlierpqc]]g%m that positive correfati The techniques of this section apply to estimation of loss
between transmission of reports reduced estimator vaianon a point-to-point path. In practice, load balancing may be
Conversely, negative correlation increases estimatdanvee. employed, giving rise to point-to-multipoint paths. Theoaé
Negative correlation may occur if the reports from diffarertechnique can be applied provided the problem can be reduced
routers compete for transmission resources along a commorthat of estimation on a set of point-to-point paths. This i
path to the collector. possible if trajectory sampling is employed on both inbound

Correlations between different probes do not qualitagiveand outbound interfaces at nodes in which load balancirgstak
change the results. Gaussian asymptotics still prevéfiipagh place.



they incur are false positives, which may lead to the elimina
tion of some unique labels in addition to actual duplicates.
While this represents a small loss of measurement data, the
main property of this approach, given in Theorem 1, is that
the duplicate elimination essentially behaves like sulpdng

the original set of packets. Therefore, by applying a caivec
factor, the resulting set of trajectories can be treated &s i
had been obtained in a collision-free way. This insulates th
estimation and detection procedures fed by trajectory &snp
from the intricacies of duplicate elimination.

Once duplicate labels have been eliminated, the resulting
report stream can be passed to applications. In generdl; app
cations must be adapted to report loss. Path tracing applica
tions must amalgamate reports from several packets in order
to reconstruct complete trajectories. Passive loss mewmint
Fig. 8. Surface plot of the ratie'S/cTS of variances of transmission applications must distinguish report loss from packet logs
rate estimators for independent and trajectory samplisga dunctions of exploiting transmission sequence numbers in the reports to
the sampling probability and the path transmission rajaunder estimation. astimate report loss rates. The performance analysis séthe

applications shows that trajectory sampling brings suttista
advantages over independent packet sampling, reducitg bot
VI. CONCLUSION estimator variance and reporting bandwidth.
Future work includes unification of the current work on

In a network measurement system such as the one descripgsbrt loss with the work of [4] in grouping reports tempéyal
in this paper, there exists a tradeoff between the complexibr reconstruction. Some timeout must be applied to packet
of the measurement devices and the complexity of the centggbuping, both to manage collector memory and to reduce
collector. In our previous work, we assumed that measuremeibel recurrence. On the other hand, this inevitably sunder
devices are capable of reliably exporting measurements s@me reports from trajectories; an efficient way is requtred

the collector, which simplifies the task of the collector imanage this without discarding stranded reports too aggres
reconstructing a statistically representative set ofet@jry sively.
samples. However, there are circumstances where suchleelia
export is either not desirable or not possible. Therefore, REFERENCES
in this paper, we assume that measurement devices exp@it B. Bloom, “Space/time tradeoffs in hash coding with aléble errors”,
i i i CACM, 13(7),422-426, 1970.
measurement report paCketS unre“abl)./’ which re“evemtheg] A. Broder and M. Mitzenmacher, “Network Applications Bfoom Fil-
of the bl'_'rden_Of bl'_'ffe_”ng and processing acknowledgmentsS. g5 A Survey”, InProc. Allerton ConferenceMonticello, IL, October
But dealing with missing reports complicates the task of the 2002.

; [3] N. G. Duffield and M. Grossglauser. Trajectory Samplig Direct
collector. .In this paper, we propose methods for the calfect Traffic Observation|EEE/ACM Transactions on Networking(3):280—
to deal with such loss. 292, June 2001.
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; ; i ; ; ; Backend for Trajectory Sampling. IRroc. Network Operations and
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We have proposed an approach based on Bloom filters, a
data structure that compressed a set membership function in

a bit array. Bloom filters are appropriate because the ombyr er
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